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= Irdrc-1 I & (rdr,)sin (0. - f3,) (7c)

where 0. = L (r#C – 1) and 0~ = z d/dtiO(I’@C). Using (7), o
was calculated and compared to the exact values for circuits A and
B in Fig. 1. Errors of 6% and 8% were obtained independent of
the values used for C and L. The main point of interest in this
section is the sign of u, A positive u means that a pole of (3) is in
the right half plane and therefore the circuit is unstable.

A convenient graphical criterion for determining the sign of u

can be found by manipulating by the right hand side of (7) where,
as noted previously, all quantities are evaluated at co. as defined by
(5a). Note that the condition Ird IIr, I > 1 indicates instability
only if the imaginary part of the frequency derivative in (7a) is
positive. This last condition is violated in circuit B. The expression
in (7c) indicates a graphical method of determining stability, Re-
ferring to Fig. 3, first form a vector which is tangent to the rdr,

curve at tio and pointing in the direction of increasing a. The angle
0. – @bis swept by turning this vector in a counterclockwise di-
rection around its origin to the direction of the vector that points

from 1 to rdrC at tie, The angle is indicated in Fig. 3. Equation
(7c) therefore shows that the only requirement for instability is that
180° > 19a– 0~ > 0. This would replace the not always valid
equation (1).

A more convenient graphical approach can be determined for the

typical case where a circuit can be split in such a way that rd is
approximately constant relative to the frequency dependence of I’C.
By manipulating the expression in (7b), the following expression
for instability can be written:

‘m[(+xiw”l‘() (8)

If @a = z (rC – 1/l’d) and ~~ = z (6’I’c/~aO), criterion (8) can
be simplified to

sin (O. – ~~) > 0. (9)

Referring to Fig. 7, forma vector which points from the point 1/l’d

to the point I’C(jqJ. The direction of this vector defines ~d. Draw

another vector tangent to the rc versus ~ curve at ~. pointing in

the direction of increasing tie. The direction of this vector defines

$b. The angle $0 – ~~ is swept by turning the latter vector coun-
terclockwise around the point rC( jao) until it is pointing in the
direction of the former vector. If 180° > da – ~~ >0, the circuit
has a right half plane pole near tio and is therefore unstable. This
graphical method is usually more convenient than the one in the
previous paragraph since it deals with quantities which remain in-
side the 117I = 1 circle. However, it does assume that rd is ap-
proximately frequency independent.

IV. CONCLUSION

In this paper we have shown that a commonly used condition for
instability is not universally valid. The Nyquist stability criterion
has been written in a form that is convenient for microwave usage.
A technique for producing Nyquist plots on commercially available
microwave CAD packages has been described. An approximate
expression was derived which locates a complex pole existing near
a circuit resonance. Lastly, a graphical test was described for de-
termining whether a circuit will start oscillating near a particular
resonance frequency.
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270

Fig. 7. Illustration of a graphical evalrtatlon of stability near a resonance.
The plot corresponds to the unstable circuit B in Fig. 1.
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A General Approach for the S-Parameter Design of
Oscillata)rs with 1 and 2-Port Active Devices

R., D. Martinez and R. C. Comptorr

Abstract—This paper introduces a circular function that serves as a
basis for deciding if a circuit will contiguously oscillate. The circular
function is derived from the signal flow graph of the circnit including
the external load. Auy node in the flow-graph can be split into two
nodes, one of whlich contains incoming branches and the other con-
taining outgoing branches. The circular function is then the transfer
function between the two nodes, and it can be measured or simulated
by looking at the reflection coefficient of a circulator inserted at the
node that was originally split. Oscillations occur when the circular
function is unity. Stability of these oscillations is determined by con-
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sidering the behavior of the circular function as the circuit saturates.
The circular function can be elegantly applied to l-port oscillators that
use negative resistance devices and to feedback oscillators containing
transistors, anditreduces topreviously published results for specific
circuit topologies. To verify the practicality of this approach two
30 GHz HEMT oscillators were designed and tested.

INTRODUCTION

Analysis of feedback oscillators and negative resistance oscilla-
torsistraditionally perfomed using two different approaches. Fre-

quently, Kurokawa [1] analysis is employed for l-ports, and the
Barkhausen [2] criterion is used for 2-ports. But the distinction be-
tweenthe two types is not rigorous. During operation, both share
the concept of a sinusoidal wave being returned in phase with the
same amplitude. The circular function, introduced in this paper,
uses this concept to unify feedback and negative resistance oscil-
later analysis. This function provides anintuitive approach to the
design of microwave oscillators. As a special case, the circular
function encompasses results of stability for negative resistance de-
vices [1], [3] and oscillation conditions [4]. [5].

A circular function is the transfer function from a node’s output
to its input. The function describes the manner in which signals
circulate through the circuit. Each time the signal circulates, the

amplitude andphase of the node changes. Thecircular function has
three main properties: existence, invariance, and stability. If the
circular function is unity, a wave exiting from a circuit node returns
to the node unchanged, and the circuit has the potential to oscillate.
If such a condition exists at one node, other nodes in the circuit
will also have unity circular functions. Under specific conditions
theoscillation is invariant, regardless of thenode being analyzed.
The circuit will oscillate continuously if the potential oscillation is
stable. Previous stability criteria assumed the frequency depend-
ence of the active device vary slowly relative to the passive com-
ponents [6]. Butthis assumption is nolonger aconcem since the
circular function encompasses the frequency dependence of the ac-
tive device. In the following text, each property will be rigorously

explained and justified. Examples of l-port and 2-port oscillator
applications will be given. To determine stability, a simple large
signal model for FET’s is presented, and results from two30 GHz
HEMT feedback oscillators are presented at the end of this paper.
Lumped circuit elements are not assumed, sothisnew analysis in-
eludes distributed systems.

CIRCULAR FUNCTION DEFINITION

Thedetinition ofacircular function requires “splitting’’ anode.

As in Fig. l(a), anarbitrary rtodein asignal flow graph (SFG) may

have signals entering, in, and exiting, k.. A node is split by sepa-
rating its inputs and outputs. The inputs are drawn entering a new
node and the outputs exiting another new node as in Fig. 1(b). By
connecting the input node to the output node with a branch of gain
one, a unit branch, any transfer function in the SFG remains the
same.

Fig. 1(c) illustrates the circular function r of the node in
Fig. 1(a). The circular function (c-function) is found by splitting

the node as in Fig. 1(b), and removing the unit branch connecting

the input and output node. The transfer function from the output
node to the input node is the circular function. Note that each node
has a corresponding circular function, so there are many circular
functions in a SFG. Recall that the state of a node in a signal flow
graph for scattering parameters represents the amplitude and phase
of a sinusoidal wave.

Existence of an Operating Point: If a node’s c-function equals

i, kl

T

i2 k2

f

(a) (b) (c)

Fig. 1. (a) Arbitrary node in signal flow graph has inputs, i,,, and outputs,
k.. (b) To split, create an input node on left, and output node, on right;
then connect them with a unit branch. (c) Remove the unit branch to find
the circular function for the node.

one and its state is nonzero, the circuit can oscillate. A practical
oscillator circuit contains an active device that has amplitude de-

pendent S-parameters. As will be described later, the amplitude
dependence determines continuous oscillation. A sinusoidal signal
present at a node moves from the output node to the input node
with the gain of the c-function. Next, the signal returns back to the
output node from the input via the unit branch. This unit branch
was the same branch removed earlier to find the c-function. There-
fore a signal at the node continues to circulate unchanged if the c-
function equals one; and the circuit oscillates.

Another justification for existence lies in the preliminaries of fre-
quency domain Hopf bifurcation [7], [8]. If an open loop transfer

function, the c-function in this case, is unity at the frequency coo,

the associated time domain system has two imaginary eigenvalues
of +jcoO. Thus the time domain system has a solution of the form
sin co.t, and the solution oscillates.

Invariance: If a node’s c-fiwction equals one, then any other-
node has a c-function of one, provided the nodes have nonzero

transfer functions. The proof is as follows. Suppose two arbitrarily
chosen nodes, X and Y in Fig. 2(a), are split as in Fig. 2(b). Re-
garding the rest of SFG in the figure, four parameters, a, b, c, and
d, completely represent the circuit. Using Mason’s rule [9] and
assigning r as the c-function for node X and y for node Y, the c-
functions become

ab ab~.c+—
l–d

~=d+—
l–c”

(1)

Suppose node X has a known c-function of one, T = 1, then ab

becomes

~=l=c+ ~d~(l–c)(l–d)=ab (2)

Substituting this value of ab into the definition of -y in (1):

=d+(l–c)(l–d)=l
-y= d+&

(1 - c)
(3)

Assuming a and b are nonzero the c-function for Y is one, ~ = 1
if 7 = 1. Note the inverse is also true, ~ = 1 if ~ = 1. If a or b

were zero and r = 1, nothing could be said of -y, other than y #

1 is possible. If X and Y were nonzero states and a and b were
nonzero transfer functions, c = 1 or d = 1 would lead to contra-
dictions in Fig. 2(b). The existence and nonzero transfer functions
preclude the c = 1 or d = 1 case for invariance.

Applying invariance of the c-function yields the same oscillation
,.

conditions [4], [5]. For example, suppose S-parameters s,,, Slj,
S12, and S2Zrepresent a common gate FET with inductive feedback
in the gate, and it is terminated with I’,n on port 1 and rOut on port
2. To simplify the discussion, define the modified s,, and Szz:

s21rout.h2 s12rlns21s;, =s,, + S42 = S22 + (4)
1 – S22 rout 1 – ~1,rin
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(a) (b) (c)

Fig. 2. (a) Twoarbitrary nodes inasignal tlowgraph, SFG. (b) The nodes
aresplit and four parameters characterize therestofthe SFG. (c) Analysis
of the c-function ~, for the node X.
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Fig. 3. (a) Arrangement toobtam thee-function, r, foranegatweresis-
tance oscillator using a circulator. Active device S and load rout form a
negative resistance, and r,n is a passive load. (b) Arrangement to obtain
thee-function ofa feedback oscillator. Ports 3and4are the feedback see-
tion, and ports 1 and2 are the gain section. (c) Signal flow graph for the
feedback oscillator of Fig. 3(b).

Now the c-function for the incident wave on port 1 becomes

~{lr,” and for port 2 becomes sj2rOut. From the properties of a C-

function, ifs{lrin = 1 then sj21’Out = 1 provided Szl and Slz are
nonzero. By existence, the circuit can oscillate ifeither c-function
equals one. Consider the two port transistor terminated with a one

port load asanegative resistance oscillator. Fig. 3(a) isa config-
uration formeastrring thee-function of this negative resistance os-
cillator. By terminating the transistor S with the load I’Out,the mod-

ifiedinput reflection coefficient, s~l, isonone port of the circulator
and on the second port is I’,n. Now the reflection coefficient Tat
the third port is identical to the c-function for the wave incident on
the transistor input, s ~,I’in. For an oscillator, one designs the loads
and inductive feedback to obtain a c-function of one, ~ = 1, at the
desired frequency and amplitude.

Obtaining a c-function for a feedback oscillator is not as ob-
vious. Breaking the connection bet ween the gain section and the

feedback section gives access to a c-function. Attaching either end
to the circulator (see Fig. 3(b)) makes the reflection coefficient r
identical to the c-function for the node representing the wave in-

cident on the gain section. Fig. 3(c) is a signal flow graph of the
feedback oscillator and circulator, which clearly shows the c-func-
tion being analyzed. The same properties of the c-function apply
to the feedback oscillator: one designs the feedback and gain such
that the c-function is one, r = 1, at the chosen frequency and am-
plitude. But different from the negative resistance oscillator, the
wave incident on the gain input should not be reflected to the cir-
culator. Instead, the wave should be amplified by the gain, pass
through the feedback, and then returned to the circulator.

The existence and invariance property of the c-function form an
oscillator test—provided one judiciously applies the nonzero ex-
ception of each property. To find the c-function, one simply breaks
a connection and attaches the two ends to a circulator. The c-func-
tion is the reflection coefficient of the remaining third port.

STABLE OSCILLATIONFOR THE CIRCULAR FUNCTION

Designing an oscillator requires knowledge of the signal’s fre-
quency and amplitude, which have been ignored to simplify the
discussion. The c-function will vary in any physical circuit, so
characterizing the stability of the operating point becomes as im-

portant as the existence of an operating point. For a sinusoidal sig-
nal of amplitude A, frequency co, and phase ~, Kurokawa [1] has
showed replacing u with (5) leads to the stability criterion:

(5)

The c-function has been written implicitly dependent on amplitude
and frequency, but further references to the c-function will show
explicit dependence. A c-function, ~ (A, co), can oscillate at the
operating point (.&, LJo) if

T(AO, (O.) = 1 (6)

Suppose the c-function, T(A(t), U), oscillates in the neighborhood
of coo,but the amplitude suffers a small perturbation at t = O:

A(t) = A. + 6A(I) where 6A(t) # O at f = O (7)

If the operating point is stable, the perturbing function 6A(t) will
decay to zero for t > 0. Kurokawa has used the w replacement to

derive the stability criterion for two parallel impedances. In a sim-
ilar manner, the operating point is stable if

(lim AO + 6A(t), Q. + ~ –j~w
)

= 1.
AO dt

(8)
t+-

Assuming d~/dt and A ~ 1 d6A /dt are small compared to 00, a two
parameter Taylor’s expansion of ~ (A, CO)yields

(9)

where the partial derivatives are evaluated at (Ao, U.), Using the
imaginary part of (9) to solve for do /dt and substituting this into

the real part of the equation yields an expression of 6A and d6A /dt
(given in the Appendix):

‘“lfl-21m[(:)(:)*1’A+%=0 ’10)
Equation (10) is a first order differential equation for 6A in time,

and its solution is:

Assuming 16’~/&ol is nonzero and A. is positive, the perturbing
function, 8A(t), will exponentially decay to zero if

‘m[(wa”l>o (12)

Or more simply, the angles in the complex plane determine stabil-
ity:

00‘Ar+3-Ar4a<18”0 (13)

Stability: If the angle from dr/dA to &-/&o, measured in a coun-
terclockwise directions, is less than 1800, the operating point is

stable. This stability criterion agrees with the specific case for a
negative resistance oscillator [3]. Ideally, these partial derivatives
should be evaluated at the operating point, but near the operation
point is usually adequate.

The derivatives of the c-function are a measure of an oscillator’s
stability. Numerical simulations indicate that a large magnitude for
the frequency derivative, &/&o, correlates with a low phase noise.
However, additional work is required to determine if the c-function
can be used as a quantitative measure of the oscillator phase noise.
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SPECIAL CASE: NEGATIVE RESISTAtSCEOSCILLATORSWITH
CONSTANT LOADS

To illustrate (13), suppose a negative resistance device with re-

flection coefficient p (A, co) and a constant load with reflection
coefficient r form the c-function, r (A, O) = p (A, O) 17. Since the
load is constant, the existence and stability condition become, re-
spectively:

‘(A”@o)=*‘mma”]>o’14)
Note the stability condition on the reflection coefficient P (A, u)

with a constant load is the same as the c-function, 7(-4, co). In the
case where the constant load matches the normalized impedance of
the Smith chart, r = O, the existence condition requires an unde-
fined value for p (Ao, U.). The operating point is found by changing
the normalizing impedance of the Smith chart so I_ is nonzero and

o L40. tio) = 1/1’ is defined. But for circuits that oscillate with
r = O loads, one observes that as the frequency increases p (,4, co)
moves counterclockwise in the neighborhood of (,4, co.). In addi-

tion, \ P (4, U.) I increases towards infinity to satisfy the existence
condition as the signal amplitude increases. This agrees with the
stability criterion. Since 13p/dA points outwards from the origin of

the Smith chart and do /d~ is counterclockwise, the angle indicates
stable oscillation (see Fig. 4). Suppose the conductance, G~, of a
voltage controlled negative differential device decreases as the sig-
nal level increases, dG~/dA < 0 and – G~ < 0 [10]. If the con-

ductance was initially large enough, G~ > G~ where G~ is the load
conductance, the conductance would decrease to satisfy G~ = G~,
and the load and device would oscillate in a parallel resonance cir-
cuit. Had the conductance been too small, G~ < G~, the device
could not satisfy the existence condition at any signal level. In these
two cases, G~ > G~ and G~ < G~, stability was satisfied so ex-
istence (GD = G~) determines if the circuit will oscillate. Now

consider a circuit with an inductor of –jO.2G~ and capacitor of
+jO.2G~ in series with a parallel combination of G~, +jG~, and
–jG~. (All imagmary conductance are specified at the same fre-
quency. ) When the initial conductance is small, G~ < G~, neither
existence or stability are satisfied. But when the initial conductance
is large enough to satisfy existence, G~ > G~, the circuit fails the
stability criterion (see Table I). By duality. four similar cases ap-
pear with series resonance. Distinguishing between current or volt-
age controlled negative resistance is extremely important since it
dictates whether the conductance or resistance magnitude decreases
to zero when the device saturates [11].

SIMULATING FOR AMPLITUDE DEPENDENCE

For stability evaluation, both frequency dependence are needed.
Ideally, large signal models or S-parameter measurements should
be available, but most data sheets and models only provide small
signal frequency dependence. If variable attenuators were placed
before or after the small signal model of a transistor, the amplifi-
cation could be reduced by increasing the attenuation. But such a
scheme would not represent an increasing signal level because the
attenuator changes every parameter: SI1, s12, S2Z, and SZ1. If large
signal models and data are unavailable, Pucel [12] and Johnson
[13] have shown that changing the magnitude of a FET’s forward
transmission, Isz[ 1, accurately represents a changing signal level
in a common source configuration. Simulating this on a linear sim-
ulation package is easy with a variable attenuator, a special 3-port,
and a matched isolator that has 90° phase delay. By replacing a
FET with the arrangement of Fig. 5(a), one can evaluate stability.

Fig. 4. Diagram showing the reflection coefficient as a function of fre-
quency. As the oscillator saturates the counter-clockwise loop expands to
infiruty.

TABLE I
FOUR EXAMPLE CASES OF EXISTENCB AND STABILITY

Tests: ~ = pass,
x = fail

Refl.
Circuit Description Imt. Conductance Exmtence Stabihty Coef. ~

GD, +jGL, –jGL GD > GL J d Ccw
in parallel G. < G. x J Cw

+j0.2GL & –0,2jGL
in series with G. < G. x Ccw
circuit above G~ > GI ? x Cw

t Dmection. clockwise (CW) or counter-clockwise (CCW), of reflection
coefficient trajectory as frequency urcreases. The reflection coefficient plane
is normahzed to GI

Isolators wrth 90° phasa delay

\ /

Q

FET
Xdb

Attn

+ $

2
1 3FET 123

(a) (b)

Fig. 5. (a) Configuration for simulating large signal characteristics of a
FET. Reducing the attenuation simulates a larger signal. (b) An equivalent
signal flow graph, the special 3-ports have Sj,, Slj, Szl, and S32 equal to
one.

With large attenuation, X = 40 dB, the FET in the top of
Pig. 5(a) becomes completely isolated and the circuit is a small

signal model. With less attenuation a signal moves through the up-
per path and then adds destructively (1 80° out of phase) to output
of the lower FET; the circuit simulates saturation. Decreasing the
attenuation reduces the forward transmission, and it indicates the
direction of &r/&t. Starting with a large attenuation, one reduces
the attenuation so the c-function is one, r = 1. If the attenuation
is slightly reduced again, the point before reduction to the point

after is the direction of &/&4. This model can not represent ex-
tremely large amplitudes, such as the gate input being forward
biased. But to design oscillators, this model can determine stability

and approximate the amplitude at the operating point.

FEEDBACK OSCILLATORS

Negative resistance oscillators circulate a reflected wave using
two 1-ports, whereas feedback oscillators circulate a transmitted
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(a) (b) (c)

Fig. 6. (a) Signal flow graph (SFG) of feedback oscillator, neglecting re-
verse transmission. (b) Equivalent SFG by duplicating node A. State A is
equivalent to A‘. (c) Equivalent SFG by incorporating terms into s~,.

wave through two 2-ports. Each 2-port has its output connected to
the other’s input. The c-function for the feedback oscillator of Fig.

3(c) is easy to simulate but the analytical form is complicated. Us-
ing the port numers of Fig. 3(c), Fig. 6(a) shows the signal flow
graph of a feedback oscillator with the reverse transmissions of the

gain and feedback sections neglected. Without affecting any result,
the node representing the waves incident on the gain section, node
A, is duplicated as in Fig. 6(b). The c-function for node A‘ be-

comes:

T(A, Q) = S;1S34

where

s~,s:,=
1 – .$,,.$33 – $22S44 + SII $33s~2 $44

(15)

Now the c-function for the feedback oscillator is the same as for a
l-port oscillator (see Fig. 6(c)). The feedback section is actually a
lossless 3-port terminated with a load to make a lossy 2-port, so
the feedback couples power away from the circuit. At high fre-

quencies, the gain will limit the ability to meet the existence con-
dition s~l S34= 1. Reducing the power coupled away will help, but
the gain has an upper frequency limit. Conjugate matching the tran-

sistor, S33 = s ~1and S44 = s~z, will maximize s~l, and aside from

a factor s~l will be the same as GP~,Xof a transistor. Although this

analysis has neglected reverse transmission, simulating as in
Fig. 3(b) does not.

Two Ku-band feedback oscillator circuits were designed, built,
and tested using this analysis technique. HEMTs with grounded
source leads were wire-bonded to microstrip transmission lines pat-
terned on 10 mil alumina substrates. The AIGaAs/GaAs HEMT’s
were fabricated by GE and had gate widths of 50 ~m and gate
lengths of 0.25 pm. E-field probes patterned on the substrate launch
the output signal into rectangular waveguide underneath the sub-
strate, and above the substrate is a sliding short to tune the probe.
A linear transistor model extracted from 0.5-20 GHz S-parameter
measurements was used to design the circuit at 35 GHz. At this
frequency, simulations indicated the HEMT’s would provide

7.5 dB of gain when matched to the feedback network. One of the
oscillators built used a coupler (see Fig, 7(a)) to provide –5.5 dB
of feedback, and the other used a bandpass filter and microstrip
‘‘Tee” (see Fig. 7(b)) to provide – 3 dB of feedback. For these

circuits, the 7.5 dB gain corresponds to s;, of (1!$), and the feed-
backs of –5.5 dB and – 3 dB correspond to s~4 oi’ the coupler and

bandpass circuits, respectively. Both circuits have a c-function
greater than one, IS~1S34I > 1, and as the signal amplitude in-
creases Is ~, SW I approaches unity to establish an operating point.

The operating point is a function of the feedback and the large

signal characteristics of the the HEMT. By adjusting the feedback

and using a large signal model, the amplitudes of the operating
points could be evaluated to determine the best feedback for max-

(a)

DC Bias Bandpass filter Alumina VVave-

~
substrate guide

DC<Bias E-field \m
I_Tuning stub ~—~

(b)

Fig. 7. Scale drawings of two HEMT oscillators. Using epoxy, HEMTs
are glued to carrier exposed by cutouts in the alumina substrate. (a) The
coupler provides feedback for the circuit to oscillate. (b) A bandpass filter
selects the frequency to feedback.

back was designed to amplify the initial signal, Is j, S34\ > 1. In
addition, the lengths of the excess transmission lines attaching the
feedback and gain were adjusted to retain the phase of the signal
z s~l Sdq= O“, which is an implicit requirement of (6). The band-
pass oscillator operated at 28.3 GHz with 0.1 mW of output power,
and the coupler oscillator operated at 31.4 GHz with 1.5 mW of
power. During the simulation, the E-field probe was assumed to be
a perfect 50 Q load and the bias circuit to be a perfect RF open. In
practice these components are not ideal, which is believed to be
the major contributing factor for the reduced operating frequency.

CONCLUSION

The three properties of the c-function form a complete design
test for oscillators. Existence and stability of the c-function’s op-
erating point determine oscillation. Both properties must be satis-
fied for the circuit to oscillate. Circular functions are easily avail-
able for simulation by inserting a circulator into any signal path.
And the invariance property guarantees that any c-function can be
used to determine existence and stability. The properties apply to
all circuits so the difference between feedback andlnegative resis-
tance oscillators is no longer important to evah3ate oscillation.

APPENDIX

Assigning:

Then from (9):

By the imaginary part of (A2):

imum power. With only the small signal model available, the feed- (A3)
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The real part of (A2) gives

do T; dbA
T;6A+T:~+— —= O.

AO dt
(A4)

By using (A3) form of d@/dt into (A4):

[

r r: dtiA~;~A+~ ——_
T; A. dt 1

T~6A +~~=0 (A5)

(“-:’’)’’+ (:+%)%”O ‘A’)

$ [r; ,; – r:rj] 6A + ~ [(T:)* + (T:)’] ~ = O (A7)
u u

if r~ is nonzero, multiply both sides by r;, and use the imaginary
operator:

lm~(~)(~)*~ Aol~@~
C$A+L%$=O (A8)

‘“1:1-2’m[(%)(3)*1’A+%=0‘A’)
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Parameter Extraction Technique for HBT Equivalent
Circuit Using Cutoff Mode Measurement

Seonghearn Lee and Anand Gopinath

Abstract—We propose a new parameter extraction method based on
the S-parameter measurements of the HBTs biased to cutoff. This
method is applied to confirm the results for the RF probe pad and in-
terconnection pattern parasitic obtained from the special test struc-
tures, and to determine some of the device capacitances of the HBT.
The remaining device parameters are extracted by the S-parameter
measurements of the devices biased to the active mode. The extraction
techniqne gives good agreement between the equivalent circuit and the
measured S-parameters of the HBT including probe pads and inter-
connections.

1. INTRODUCTION

Heterojunction bipolar transistors (HBT’s) are used in mono-
lithic microwave integrated circuit (MMIC) applications. Accurate

parameter extraction of their equivalent circuit is crucial for the
development of HBT circuits and applications. These device equiv-
alent circuits are derived from scattering (S )-parameter measure-
ments [1]–[7] usually measured on discrete devices using “on
wafer” RF probes over a range of frequencies and biases. For the
“on wafer” probing, the additional RF probe pads and intercon-

nections (RF probe-pattern) have to be added to the device, and
their parasitic are included in the measurement. Computer opti-
mization is used to fit the equivalent circuit parameters together
with parasitic, to the measured S-parameters [5]–[7]. In general,
it is necessary to reduce the number of unknown parameters to avoid

the non-physical local minima which occur in this technique [7].
Thus, experimental determination of the parasitic parameters is the
best method to achieve this reduction of the parameter space di-
mension. Usually, the RF probe-pattern (pads and interconnec-
tions) parasitic are ignored, and as a result, the agreement between
the circuit S-parameters and measurements is often not very good.
It is therefore necessary that an equivalent circuit model including
the RF probe-pattern be used in this parameter extraction process.

In general, most of the equivalent circuit modeling results have
been optimized without independent measurements of probe-pat-
tern parasitic. RF probe-pattern parasitic may be predetermined
by means of properly designed test structures [1], [8]. In a previous
paper [9], we have introduced an accurate parameter extraction

scheme for RF probe-pattern parasitic using the simultaneous op-
timization of “open” and “short” test structures. We have also
proposed a new RF probe-pattern equivalent circuit model, and
have demonstrated that this model overcomes some of the short-

coming of previous models [1], [2].
Fig. 1 shows the layout of a typical RF probe-pattern used to

measure HBT’s built at the University of Minnesota. The RF probe-
pattem parasitic are determined by measuring two test structures,
as discussed previously [9]: one is an “open” circuit structure that
consists of RF probe pads and interconnections on the appropriate
passivation layer (silicon nitride in our case), and the other is a
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